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The Cognitive Inference Problem
Ø Motivation: With a knowledge graph (KG) and a set of if-

then rules, can we reason about the conclusions given a
set of observations w/ or w/o any labeled data?

Ø To answer the above question, we formally introduce the
Cognitive Inference Problem, a novel task that calls for
research towards unifying the representations of different
forms of knowledge to perform complex inference.

Ø The challenges inherited in the problem prompt an ideal
general inference framework, namely CogInfer, bridging
the supervised and unsupervised inference (See Fig. 1).
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Fig. 3: Visualization of Weight Matrix W.

nInterpretability	StudyImplementation	of	the	CogInfer

Fig. 2: The trainable implementation of CogInfer.
(A proof of concept of possible solutions to the introduced problem)

Table 2: Comparison with data-driven methods (supervised setting).

Table 1: Comparison with knowledge-driven methods 
(unsupervised setting).
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Fig. 1: The general CogInfer framework.


